1  ONBOARD PROCESSING - SEISMIC

1.1 Omega Onboard Seismic Processing System (Western Geophysical)

System
Omega Seismic Processing System

Version
1.8.0.2

Hardware
2 Frame 20 node IBM SP2 - 15 nodes used for Omega SPS


4 x Tektronix X-terminals


12 x  IBM 3590 Cartridge Tape Drives


EMASS Robotic Tape Library


OYO Geospace GS-624 Thermal Plotter

The Omega Seismic Processing System is a full batch and interactive seismic processing system from Western Geophysical. It is a queue processing system, in which data flows through a user-defined sequence of seismic functions, each of which provides a discrete geophysical operation or controls or modifies the data flow. Data flow operations include the input or output of data in a variety of industry formats, as well as trace selection, sorting, and the branching and merging of separate processing paths.

The Omega system provides an ever-expanding set of tools for interactive quality control and parameter selection. These include Velocity Analysis, Seismic Event Picker, and Attribute Display Applications.
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Figure 11.1‑1 Processing Hardware

1.2 Seismic Processing General Information

Processing of the seismic data from the Investigator survey was limited to the production of SEG-D copy tapes and quality checks of the recorded data. Therefore, the flows used were designed primarily for checking the quality of the seismic data and for aiding decisions on the final disposition of marginal portions of this data.

The processing of the data was performed in discrete stages, with each stage producing QC products. QC was performed using the processing summary text printout produced as standard by Omega, and by using several different plot and display options

All of the seismic processing was performed by personnel onboard the Western Pride.  The remote processing facility was not used during this survey.

1.2.1 Processing Flow Overview

The processing stages were as follows

Stage 1 - Copy the original SEG-D field tape

Each time a field tape containing accepted shots was created during acquisition, a byte for byte tape copy was produced.

Stage 2 - Signal/Noise Analysis from SEG-D field tape copies

The SEG-D copies were input into this processing stage in order to check the integrity of the copying process.  Average signal and noise RMS values were calculated from the data using two user-defined windows.  These values were used to produce several displays :

· A display of average signal values with trace number along one axis and shotpoint number along the second aided in the identification of consistently weak traces.

· A display of average noise values, with trace number along one axis and shotpoint number along the second, was particularly useful in identifying consistently noisy or spiking traces, and external noise sources.

· A single average signal value for each trace was examined on a line by line basis to identify consistently weak traces.

· A single average noise value for each trace was examined on a line by line basis to identify consistently noisy traces.

· Average signal and noise values were output from Omega and loaded into the Reflex attribute and binning database.  Areal plots generated by Reflex of the signal, noise and signal to noise ratios from this data, allowed spatial anomalies to be investigated.

Step 3 - Generate/QC the near trace profile

The near trace from a single cable was sorted so that shots fired by the starboard array were displayed consecutively, followed by shots from the port array.  These plots were used primarily to identify problems with the energy source and any timing errors.

Step 4 - Spectral Analysis from selected raw shots

Spectral analysis displays and F-K analysis displays were generated for every line.  These displays helped to confirm the data integrity and were useful in pin pointing any noise on the data.

Step 5 - Linear Moveout (LMO) QC

The navigation data provided accurate positions (X and Y co-ordinates) for the source and receivers.  These co-ordinates were used to calculate a direct line offset between the first trace of each cable and the source. The near traces were then corrected for Linear Moveout, using the velocity of sound in water, bringing the direct arrivals from the first trace to time zero.  The traces were time shifted 50 ms to make the display clearer.  

The purpose of the LMO plots was to compare the processed navigation derived position for the first trace of each cable with the observed seismic direct arrival data.  The alignment of the direct arrivals should be consistent from record to record for each cable.  A misalignment indicates a problem with the navigation data or timing errors.  Source array select errors, where the processed navigation data has flagged the wrong source as the firing source, are also easily detected.

Step 6 - Generate the brute stack input from the SEG-D field tape copies

This stage was run as a pre-processing step.

Step 7 - Generate/QC the brute stack

Most of the decisions to retain or reject data contaminated by seismic noise were based on the quality of the brute stack section, as they provided the best indication of whether the final dataset would be compromised.

Step 8 - Generate/QC selected migrated stacks

Migrated stacks were to be run on a request only basis, in order to assess marginal data.  No such requests were made and no stacks were produced during production processing onboard the Vessel.

Step 9 - Build the near trace cube

Individual stack files were generated for each sail-line, and merged at the end of the survey to a single cube dataset.  Time-Slices, In-Line and Cross-Line sections were generated from this merged cube.  The individual datasets were also loaded into OmegaVu, an interpretation package, which allowed slices to be generated from any part of the cube and displayed in 2 or 3 dimensions.

Like the LMO QC, the near trace cube (NT Cube) is a quality check of the navigation data and is particularly useful for positioning QC along the boundary between swathes of lines shot in opposite directions.  The only anomalies seen during this survey were corrected by applying tidal statics.

1.2.2 Plot and Display Types

Seisplot produces a hardcopy of the data on the 24" OYO Geospace thermal plotter.

QCViewer produces an internal format file. This file has several advantages over the hardcopy plots, as it can be re-scaled, zoomed are enhanced using a variety of display options.

Terminal Displays were used for instant screen displays of the data. 

1.3 Seismic Processing Parameter Tests

1.3.1 Low cut bandpass filter design

Tests were conducted to determine a suitable low-cut filter value to reduce the effect of low frequency noise on the quality of data in near trace cube stack, brute stack and migrated stack processing.  Zero phase low-cut bandpass filters with values of 3, 4, 5, 6, 8 and 10 Hz were applied to raw shot data and output to a terminal display for comparison with unfiltered raw data. Taking into account an expected high incidence of rough weather throughout the survey it was decided that a 8 Hz filter with a slope of 36 dB/octave would be appropriate for removing low frequency swell generated cable noise. 

1.3.2 Trace decimation of data for stacking

In order to reduce the processing time needed to generate brute stack sections the number of input traces was reduced by a factor of two. Tests were conducted to determine an appropriate method of decimating the data before stacking. Spectral analyses of shot ordered data after k-filter/trace reduction were compared against spectra of decimated shot ordered data following the application of differential offset normal moveout and summing of adjacent traces.  These two methods are outlined below.

Based on the spectra displays it was decided to apply differential offset NMO and trace summing to decimate the data in the brute stack processing sequence.

K-Filter / Trace Reduction
A seismic section such as a shot gather, CMP gather or stack section is a two-dimensional array of samples representing the amplitude of the seismic signal as a function of reflection time (t) and trace position (x). A Fourier transform can be used to convert trace position to the spatial frequency or wavenumber (k) domain. A range of wavenumbers was specified to be passed by the filter and a taper was applied to the filter boundaries to smooth the transition between the pass and the reject regions.

After k-filtering, the number of traces in each shot record was reduced by dropping alternate traces. Consequently, the k-filter was chosen to act as an anti-aliasing filter in the wavenumber domain, attenuating energy that would otherwise have become aliased when the trace separation was doubled by the dropping of alternate traces.

For convenience, the k-filter was implemented in the f-k domain. A 2-D Fourier transform was used to convert trace position to the wavenumber domain and reflection time to the frequency (f) domain. After implementation of the k-filter the data were inverse Fourier transformed back to the t-x domain.

Parameter values:
Input Shot Records: 368 traces

Output Shot Records: 184  traces

High Wavenumber Cutoff: 0.5 of k-Nyquist (relative to input trace separation)

Taper (centred on the high wavenumber cutoff): 0.06 of k-Nyquist

Differential NMO / Adjacent Trace Sum

Applying differential offset NMO to seismic data modifies each input trace, making it appear to be recorded at a particular offset, which is referred to as the differential offset. Each input shot gather was divided into groups of 2 sequential adjacent traces each i.e. traces 1 and 2 would form the first group, traces 3 and 4 would form the next group and so on. The differential offset to which each trace in each group was NMO corrected was the offset of the first trace in each group. Applying differential offset moveout in this way aligns seismic reflections in the traces within a group so that these events are reinforced when traces within the group are summed to produce a single output trace.

1.3.3 Determination of exponential gain

Ungained and gained shot gathers were output to terminal displays for comparison to determine an appropriate value for the gain exponent to be used in the brute stack processing sequence. From displays generated using values of 0.5, 0.75, 1.0 and 1.5 dBs-1 as the gain exponent it was decided that a value of 0.5 dBs-1 was the most appropriate value.

1.3.4 Deconvolution before stack

The parameter values used to design deconvolution operators for comparison are summarised in the following table:

Parameter values: (ms) 
Autocorrelation  Prediction           Analysis Window(s)                    Application Window(s)

  Half Length        Distance      Start Time Delay   Length               Start Time Delay  Length
        250                       4                      300                 1700                              0                 2000

                                                             500                 3200                            500               3200

        250                     12                      300                 1700                              0                 2000

                                                             500                 3200                            500               3200

        250                     24                      300                 1700                              0                 2000

                                                             500                 3200                            500               3200

        250                     36                      300                 1700                              0                 2000

                                                             500                 3200                            500               3200

        250                     36                      100                 2500                           -100               2500

                                                             500                 4500                            500               4500

        200                     32                      100                 2000                           -100               2500

                                                             500                 4500                            500               4500

        220                     32                      200                 2150                            200               2150

                                                               0                   2150                              0                 2150

From comparison of brute stack displays, using the above test values the deconvolution parameters considered the most appropriate were those listed below.

Parameter values: (ms) 
Autocorrelation  Prediction           Analysis         Windows              Application      Windows

  Half Length        Distance      Start Time Delay     Length           Start Time Delay     Length
        200                     32                      100                 2000                           -100               2500

                                                             500                 4500                            500               4500

1.3.5 Data trace muting

An outside (early time) mute was designed, using the Omega interactive data editor, from NMO corrected cmp gathers to reduce the effects of direct arrival and refracted energy. The picked mute times and corresponding offset distances are listed in the following table. 

Parameter values:

          Time (ms)        Offset (m)
                 4                     350

              2332                2600

              4300                4700

1.3.6 Residual Amplitude (RAAC) Stack Display Gain

The RAAC process is designed to further recover amplitudes not already compensated for without unduly affecting the amplitude characteristics of the data i.e. preserving relative amplitudes. Amplitude analysis was performed on a stacked dataset with one spatial window bounded by the first and last cmp locations of the complete section and temporal sliding windows with a length of 200 ms advancing at 100 ms intervals. Temporal smoothing over 3 window lengths was applied before output. The residual amplitude compensation (RAC) set derived from the analysis and subsequently applied to the data is shown in the following table:

time
RAC

time
RAC

time
RAC

time
RAC

(ms)
multiplier

(ms)
Multiplier

(ms)
multiplier

(ms)
multiplier

104
201.3

204
278.4

304
377.6

404
492

504
610.1

604
738.8

704
896.8

804
1081

904
1309

1004
1581

1104
1882

1204
2163

1304
2402

1404
2590

1504
2723

1604
2775

1704
2769

1804
2740

1904
2692

2004
2617

2104
2553

2204
2512

2304
2488

2404
2435

2504
2358

2604
2257

2704
2179

2804
2096

2904
2069

3004
2116

3104
2175

3204
2172

3304
2107

3404
2096

3504
2044

3604
1765

3704
1477

3804
1525

3904
1720

4004
1859

4104
1761

4204
1713

4304
1685

4404
1636

4504
1584

4604
1531

4704
1401

4804
1139

4904
848.8

5004
597.6







(RAC values are at the centre times of each 200 ms window advancing at 100 ms intervals)

1.3.7 Tidal Statics

The initial time slices and cross-line plots from the near trace cube showed that the data from adjacent lines was not in complete alignment.  The tidal corrections applied in the navigation processing were also applied as statics before the 3D stack and the alignment showed a very significant improvement.

1.4 Seismic Processing Flow Detail 

1.4.1 SEG_D Copy (run for each non DNP SEG-D Field Tape)

· Input SEG-D

· Output Copy SEG-D Tapes

· Output Raw Shots (every 100th shot)

· Output Near Traces (Traces 1, 3, 5, 7, 9, 11, 13, 15, from each cable)

1.4.2 EOL (End of Line)

· Input SEG-D Copy

· Renumber traces to 1-2208 of cables 1-6 (1-2944 of cables 1-8)

· Resample to 4 ms zero phase anti-alias filter 75% Nyquist frequency

· 1.
Select single sub-surface line (1 cable, 1 source) rotating through line by sequence

· Output for brute stack input

· 2.
Apply Zero-Phase Low-Cut Filter;

Low-Cut Frequency : 6 Hz

Low-Cutoff Slope : 18 dB/octave

· Signal Analysis (using hyperbolic window starting at 2000 ms with length 500 ms, moveout velocity 1730 ms-1)

· Output to disk

· Terminal Display

· 3.
Apply Zero-Phase Low-Cut Filter;

Low-Cut Frequency : 6 Hz

Low-Cutoff Slope : 18 dB/octave

· Noise Analysis (using linear window 4000-4500 ms)

· Output to disk

· Terminal Display

1.4.3 Near Trace Profile

· Input Near Traces

· Select the first trace from a single cable rotating by sequence

· Resample to 4 ms zero phase anti-alias filter 75% Nyquist frequency

· Apply Zero phase-Band-Pass Filter;

Low-Cut Frequency : 6 Hz 

Low-Cutoff Slope : 18 dB/octave

· Sort in source order

· Output SEG-Y

· Output QCViewer and CGM graphics files

1.4.4 Spectral Analysis

· Input Raw Shots

· 1.
Shot gathers selected every 100 files

· Apply Exponential Gain of 0.5 dBs-1
· F-K Analysis

· Terminal Display for F-K Analysis 

· 2.
Spectral Analysis (using hyperbolic window starting at 0 ms with length 1000 ms, moveout velocity 1512 ms-1) 

· Stack the spectra to give an average for line

· GRAPH Output for Spectral Analysis

· 2.
Terminal display of 1 shot record for QC

1.4.5 Signal / Noise Analysis Displays

· Input Signal and Noise Analysis

· 1.
Stack the signal analysis to give an average for the line

· Terminal Display for Signal Analysis

· 2.
Output RMS Signal Plots;

· CGM signal file output from SEISPLOT

· QCViewer signal file from OUTPUT_QCVIEWER

· 3.
Stack the noise analysis to give an average for the line

· Terminal Display for Noise Analysis

· 4.
Output RMS Noise Plots;

· CGM noise file output from SEISPLOT

· QCViewer noise file from OUTPUT_QCVIEWER

· 5.
Calculate ratio of Signal versus Noise using divide operator

· Output the S/N ratio

· Terminal Display for Signal/Noise ratio

· 6.
Merge Signal and Noise Analysis Data

· Get Average rms for noise and signal

· Get ABS_PEAK_AMP

· Output_Seisstat for Reflex

1.4.6 Linear Moveout (LMO)

· Input Near Traces, trace length 1000 ms

· Select the first trace from each cable

· Apply Zero-Band-Pass Filter;

Low-Cut Frequency : 4 Hz

Low-Cutoff Slope : 24 dB/octave

· Input Final P1/90 UKOOA and Generate Omega format geometry database

· Geometry Update - add positional information in the seismic trace header

· Supersample traces to 1 ms to improve moveout resolution

· Apply trace balancing to normalise RMS amplitudes to 2000

· Apply low cut filter 4 Hz, 24 dB/octave slope

· Shift data to 50 ms to make allowance for the direct arrival

· Perform Linear Moveout Analysis using velocity of sound in water from TS dip

· Sort by FLD_CABLE_NUM and IDENT_NUM

· Output QCViewer and CGM display files

1.4.7 Brute Stack

· Input single sub-surface line

· Assign geometry from database created in LMO step

· Grid define to apply 3D cell ordering based on the survey area grid

· Wide cell grid assign a 2D pseudo CMP locations based on a single crossline whose width is the full width of the prospect area 

· Apply differential offset hyperbolic moveout before summing

· Edit bad traces

· Weight and sum every two adjacent traces within the gathers in non-surface consistent

mode

· Apply Geometric spreading (V2T) Compensation

· Apply Exponential Gain 0.5 dBs-1
· Sort in CMP order

· Apply Predictive Deconvolution; 

Autocorrelation Half-Length: 200 ms

White-Noise Percent: 0.01

Prediction Distance: 32 ms

Autocorrelation Windows:

Window 1
Delay/Overlap Constant: 100 ms



Constant Window Length: 2000 ms

Window 2
Delay/Overlap Constant: 500 ms



Constant Window Length: 4500 ms

Application Windows:

Window 1
Delay/Overlap Constant: 100 ms



Constant Window Length: 250 ms

Window 2
Delay/Overlap Constant: 500 ms



Constant Window Length: 4500 ms

· Apply Normal Moveout using Interpolated 3D velocity field

· Apply Outside Mute

Offset/Time
350/0
2600/2332
4700/4300

· Stack

· Apply static correction for source/cable depths; 7 ms

· Output SEG-Y

· Apply Zero-Band-Pass Filter;

Low-Cut Frequency : 8 Hz

Low-Cutoff Slope : 36 dB/octave

High-Cut Frequency: 80 Hz

High-Cutoff Slope : 72 dB/octave

· Apply compensation for residual amplitude decay

· Output QCViewer and CGM display files

1.4.8 Near Trace Cube Bitmap

· Input near traces, trace length 4608 ms 

· Edit bad traces

· Assign geometry from database created in LMO step

· Output progressive bitmap file

1.4.9 Near Trace Cube 3D Stack

· Input near traces, trace length 4608 ms

· Edit bad traces

· Assign geometry from database created in LMO step

· Apply Zero-Phase Low-Cut Filter; 

Low-Cut Frequency : 8 Hz

Low-Cutoff Slope : 36 dB/octave

· Apply Normal Moveout using the single function average velocities

· Outside trace mute

· Stack progressive bitmap file

· Output SEG-Y

1.4.10 Near Trace Cube Stack Merge

· Input progressive stack files

· Merge output data

· Output seismic data

· Select inline, cross-line and time slice sections

· Output SEG-Y

· Output QCViewer and CGM display files

1.4.11 Brute Stack Migration

· Input Brute Stack

· Programmed gain to taper edge amplitudes

· Velocity Conversions to Minimum Velocity

· Extended Stolt 2D Migration using minimum velocity function taken from the relevant sub-surface line of the supplied velocity field

· 1.
Output SEG-Y

· 2.
Apply Zero-Band-Pass Filter;

Low-Cut Frequency : 8 Hz

Low-Cutoff Slope : 36 dB/octave

High-Cut Frequency: 80 Hz

High-Cutoff Slope : 72 dB/octave

· Apply compensation for residual amplitude decay 

· Output QCViewer and CGM display files

1.4.12 Master Grid

Corner Number
X Coordinate
Y Coordinate

MG1
643880.970000
5647960.680000

MG2
652265.864775
5700900.773876

MG3
671042.398761
5643658.728390

MG4
679427.293536
5696598.822266

First Primary Ordinal:
810.0

Last Primary Ordinal:
5089.0

Primary Ordinal Increment:
1.0

First Secondary Ordinal:
978.0

Last Secondary Ordinal:
2078.0

Secondary Ordinal Increment:
1.0

Primary Cell Size (m):
12.5

Secondary Cell Size (m):
25.0

Maximum Primary Index:
4289.0

Maximum Secondary Index:
1101.0

Total Number of Cells:
4722189.0

Azimuth MG1 -> MG2 (():
9.0

1.4.13 Velocity Function

A single function averaged from regional velocities comprising client-supplied data. This function was used in geometric spreading compensation for amplitude recovery, in differential offset nmo prior to trace decimation and in the near trace cube prestack NMO 

RMS Velocities

(ms-1)
Two-way Traveltimes

(ms)
RMS Velocities

(ms-1)
Two-way Traveltimes

(ms)
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1.5 Final Seismic Processing Deliverables

1.5.1 Electronic Data Transmissions

· QC Viewer plots of LMO, Signal/Noise Analysis, Near Trace Profiles and Brute Stacks were sent via the V-Sat communications system to Western Geophysical's London and Perth Offices for further verification.  The QC Viewer plots of Signal/Noise Analysis, Near Trace Profiles and Brute Stackswere also forwarded on to Woodside's Perth office. 

1.5.2 Deliverable To Veritas DGC

Copy Field Seismic Data

Raw SEG-D Seismic Tape Copies

1.5.3 Deliverable To Woodside Energy Ltd.

Field Seismic QC Products

Brute Stack Sections for each sail line - hardcopy and SEG-Y format

Migrated Stack Sections when produced – hardcopy and SEG-Y format

Near Trace Sections for each sail line - hardcopy and SEG-Y format

Near Trace Cube - SEGY format

RMS Signal/Noise Analysis for each sail line - QC Viewer & GIF files

Near Trace Cube Slices - QC Viewer & GIF files

1.5.4 Deliverable To Western Geophysical, London

Seismic Processing Data

Near trace cube, ( format

Near Trace Sections, LMO QC, RMS Analysis and Brute Stack - QCViewer files

OMEGA Flows, Velocity text files, Trace Deletes, GPD and Tape Lists 

1.6 Additional Seismic Processing Information and Comments

1.6.1 Data Character and Quality

1.6.1.1 Seismic Noise

· The weather and sea conditions were a significant factor affecting the acquisition and subsequent processing throughout the survey. High wind speeds and rough seas led to many lines being affected by swell noise and fluctuating cable depths. Two affected lines, sequences 012 (line 1918P1) and 013 (line 1906P1), were processed through to generate a migrated stack which was assessed to determine the effect of the swell noise. These sequences were adjudged to be borderline unacceptable and were used as benchmarks in determining the acceptability of other noise affected data. 

1.6.1.2 Acquisition Parameter Changes

· Sequences 001 (line 1840P1), 002 (line 2048P1), 003 (line 1936P1), 004 (line 1952P1), 005 (line 2032P1), 006 (line 2016P1), 007 (line 1968P1) and 008 (line 1888P1) were acquired as per the original survey specifications with 8 x 4600 m cables totalling 2944 data channels. All subsequent sequences were acquired using 6 x 4600 m cables totalling 2208 data channels.

· Sequences 001 (line 1840P1), 002 (line 2048P1) and 003 (line 1936P1) were acquired with the MSX CRS (Continuous Recording System) configured to record 5120 ms of data per shot.  In order to be able to increase the vessel speed the record length was reduced to 4.5 s (4608 ms) prior to sequence 004 (line 1952P1).  All subsequent 3D data from sequence 004 onwards was acquired with a record length of 4608 ms.

1.6.1.3 Problems Seen During Acquisition and Processing

· Due to an incorrect configuration file being loaded in the MSX recording system for sequences 001 (line 1840P1), 002 (line 2048P1), 003 (line 1936P1) and 004 (line 1952P1), data from streamers 5 and 6 were recorded to incorrect channel sets, as these sequences were acquired with the streamer numbers incorrectly assigned to the input ports in the MSX system.  The result of this error was that all the seismic data from streamer 5 was recorded to channel set 6 and all the data from streamer 6 was recorded to channel set 5.  Also the waterbreaks from streamer 5 were recorded to channel set 14, while the waterbreaks from streamer 6 were recorded to channel set 13.  The error was detected by the linear moveout (LMO) QC process which is intended to highlight problems of this nature.  The raw navigation P2/94 UKOOA was modified to ensure that all the seismic traces are assigned the correct geometry so that downstream processing was unaffected.

· Due to a recording system problem during sequence 003 (line 1936P1) the data recorded to tape is non- sequential in places.  The shotpoint / file number ranges of each field tape of this sequence are as given in the line logs.  No attempt was made to re-order the data to shotpoint sequential order during the copying process and the SEGD copy tapes are exact replicas of the original field tapes.

· Sequences 104 (line 1738I1), 105 (line 1822I1), 106 (line 1522I2) and 107 (line 1534I6) were affected by multiple telemetry errors on cable 4 (channels 1105-1472). Individual shot record displays were used in conjunction with the recording system error report in order to compile a log of data to be edited in downstream processing.

· Due to a error manually inputing a navigation parameter prior to commencement of sequence 105 (line 1822I1) the recorded shotpoints, despite being acquired at the correct locations, were incorrectly numbered. The start and end shotpoint range, which should have been numbered from 4649 to 817, were actually recorded as 4600 to 768.

· Perturbations were observed in the linear moveout (LMO) displays used to QC the merged seismic and positional data for sequences 112 (line 1846I5), 121 (line 1282P1) and 122 (line 1462P1).  Extensive investigation and re-processing confirmed the validity of the navigation raw data and it was concluded that the anomalies were caused as a result of rapid dynamic movement of the vessel and towed in-water equipment close to the vessel.  The high rates of change of position, particularly in the cross-line direction were attributed to the wind and sea conditions prevailing at the time.

